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Abstract

The SISAL implicit parallel programming language
has been implemented on a number of platforms ranging
from scientific workstations through medium cost multipro-
cessors to high end parallel super computers and recently
massively parallel processors. No changes to source code
are required to obtain good performance across these plat-
Jorms and it has been claimed that SISAL exhibits similar
uniprocessor performance to FORTRAN while providing
significant speedup compared to FORTRAN on multipro-
CESSOYS.

The Australian Region Weather Prediction Model is an
experimental FORTRAN code which uses a variable resol-
ution nesting scheme to provide higher resolution predic-
tions over important areas of the Australian continent such
as cities and coastal fisheries. In this preliminary study we
explore the performance of the SISAL implicit parallel pro-
gramming language on a significant scientific application
by recoding the kernel subroutine of the Model in SISAL.
Resulis are presented for a low end SPARC workstation, an
entry level Cray Y-MP EL and a high end Cray C90.

1 Introduction

The Anstralian Region Weather Prediction Model
(ARPE) was developed by the Australian Burean of Met-
corology Research Centre [1] for short-term weather fore-
casting up to 36 hours. ARPE draws upon the work of
Arakawa, Lamb and Miyakoda [2]{3] for its formulation
and is intended to be a production code for the prediction
of weather over the Australian region. This paper will con-
centrate on the implementation of the core subroutine of
the ARPE in the SISAL language and readers are direc-
ted to reference [1] for a detailed description of the model.
The work is part of a continuing long term international
study of SISAL being conducted in collaboration with the
Lawrence Livermore National Laboratory.

2 'The SISAL language

SISAL is a functional language for numerical compu-
tation [4]. The developers of SISAL have been able to
demonstrate performance comparable with FORTRAN on
a number of computing platforms including the Cray Re-
search multiprocessors [S].

SISAL prohibits by design the ability to express con-
structions which lead to the side effects that make com-
pilation for parallel computer systems extremely difficult.
Examples of side effects include those which occur through
the COMMON and EQUIVALENCE statements in FOR-
TRAN and SISAL has neither of these constructs. SISAL
is block structured and superficialty resembles a number of
modern languages. The single assignment nature of SISAL
means variables have values assigned to them once. This
requires some departure from a common style of program-
ming where variables are re-used in programs sometimes
for unrelated computations.  Translation of FORTRAN
programs into SISAL is not necessarily a simple process
and can be complicated significantly if the program being
re-expressed has been the subject of undisciplined main-
tenance or construction. This may be compounded if there
is no original formulation of the mathematical model avail-
able. Direct transliteration of well written FORTRAN code
can yield satisfactory results.

Most comparative studies to date have involved the
complete recoding of an application in SISAL. In this study
the mixed langunage facility of the current (V12.9.1) Op-
timising SISAL Compiler is used with an initial core sub-
routine being recoded.

3 The weather prediction model

The Weather Prediction Model code (ARPE) consists
of some 10,000 lines of FORTRAN source code. Its pre-
processors and ancillary code constitute perhaps another
5,000 lines of code. The code is generally well wrilien
with disciplined use of COMMON and EQUIVALENCE






statements. The kernel routines make almost no use of sub-
routines although the structure of the code suggests they
should be used. ARPE then is a reasonable example of
a code where inlining has occurred from the outset in an
atiempt to obtain improved performance. It predates mod-
ern FORTRAN pre-processors which automatically inline
selected subroutines.

4 FORTRAN

The Cray Research FORTRAN tool suite used (6} runs
under X Windows and is a marked advance on those gen-
erally available only a few years ago. The tool set com-
prises: a profiler (flowview) which identifies key sub-
routines and subroutines which are candidates for inlin-
ing; a pre-processor which performs inlining and attempts
to identify and annotate parallel regions; an assistant for
explicit parallel annotation (atscope); and a parallelism es-
timator (atexpert).

Routing Name Tt Time Calls Avg Time Percentage Accum®

INNER2 2 5B+ s 2.80E+08 4224 4224 Aadaiiaansl
LIE 1.098+01 24 4.53E-01 1823 6847 hihad
PHYS 6.15E+00 5 L.23E+00 031 ™ had
LIEBIG 5.61E+08 1z 4.685-01 242 202 e
LIER 5.50E+00 iz 4.58E.01 223 8944 had
LIEBH 1695400 9 138201 2.84 9228
SEMIMP LABE+00 9 {.61E.01 248 M4.76
VMODES 1.0BE+00 L 2ME-0L 1.82 9657

INNER 9.56E-01 Ed { .0SE-0) L&o 98.18

DADAD] 440E-0) 1470 3B4E-05 074 %891

LaMLL 143B-GL 2600 5.50E-05 024 9915

Table 1: Execution Profile (5 iterations Y-MP EL)

The original program was profiled using flowtrace 10
identify the core subroutines. For reasons already stated
flowtrace did not identify any subroutines eligible for in-
lining.

The INNER2 subroutine was chosen as the starting
point for this study but as it represents only 42% of the run
time contribution no significant speedup is to be expected.
The LIE and PHYS subroutines will be translated in due
course. Our interest here is to confirm that the run time is
not adversely affected and that underlying concurrency is
uncovered by the OSC compiler,

4.1 Results for FORTRAN

The automatic parallel annotator was used o annotale
the INNER?2 subrouatine. No attempt was made 10 resolve
data dependencies in the original FORTRAN in this part
of the study aithcugh this is intended later. The atex-
pert measurement tool was used to examine individoal DO
loops for predicted speedup. Atexpert is claimed o ac-
curately predict performance for dedicated systems. The
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Figure 1: speedup of INNER2 predicted by atexpert

tool provides parallelism profiles and allows routines as-
sociated with parallel or sequential regions 1o be examined
and analysed interactively.

It can be seen in Figure 1 that fpp failed to discover
significant parallel regions in INNER2,

5 SISAL
5.1 Mixed language compilation

The osc compiler compiles and links modules written
in FORTRAN and SISAL. In this FORTRAN is invoking
a SISAL function. To do this the original INNER2 sub-
routine was replaced by a FORTRAN shell, The shell ini-
tialises the array descriptors required by SISAL and calls
the replacement INNER2 written in SISAL [7].

Fortunately the array descriptors may be re-used for
other arrays which have an identical shape. The ability 1o
specify an offsct for returned data structures could be used
to avoid the often clumsy process of dealing with boundary
values. The current descriptor mechanism unfortunately
sets to zero the elements not written to.

5.2 The transliferation process

Although the mathematical formulation was available it
did not provide significant assistance in the transliteration
process. The INNER2 subroutine was directly transliter-
ated into SISAL with no restructuring being attempted. A
number of unintentional out of bound accesses were dis-
covered in the FORTRAN program during this translitera-
tion,

The transliteration process was significantly complic-
ated by the size of the INNER2 subroutine, While the
SISAL debugger (sdbx) gave somne assistance there were
many cases where sdbx was not able to determine the ori-
ginal source line causing the error. Other minor difficulties
which would case irritation for programmers used o im-
perative styles also arose, In this case even though the au-
thor has a reasonable understanding of SISAL the passage






of time since wriling his previous SISAL program still led
him to be caught by the following:

for initial

ki=G;

while k < kz repeat
k:= old k +1;
RN 1 11 4 I

Most programmers will expect k to be 1 when the vari-
able 1 is accessed on the first loop iteration rather than zero
as stated by the for initial clause.

Transliteration and debugging took approximately 35
hours,

5.3 Results for SISAL

The results for one cail of INNER2 in FORTRAN and
SISAL are shown in Table 2. In their current form both
versions are several hundred lines long and the interleaving
of initialisation, the calculation of primary meteorological
variables and common working variables makes their inner
workings difficult to comprehend (Appendices).

Language Spam EL (i-cpu) €90 (] -opi) £90 (4-cpuy
77 -0 6.6+0.7

cf7? .Zp 3014048 0.3%0.01

e -0 T.2+1.0 £57+0.23 1.08+0.01 0.29+0.01

Table 2: Run Times for FORTRAN and SISAL

it may be noted that although the run times on the
SPARC workstation for FORTRAN and SISAL are com-
parable performance on the Cray systems is not as good. It
is believed that the transliteration resulied in a SISAL style
which caused difficulty for the SISAL optimisers; this is
currently being resolved,

6 Conclusions

A modest amount of difficulty was encountered in
the transtiteration of the kernel INNER2 subroutine into
SISAL. The run time for this first SISAL implementation
relative to FORTRAN is acceptable. Good speedap has
been achieved with the SISAL version’s runtime faHing
below that for FORTRAN at four processors. Given this
promising start the study will now refine the version of IN-
NERZ2 and move {0 the other dominant kernel subroutines
LIE and PHYS. The PHYS subroutine is dominated by
conditionally executed code as are many other weather

codes. It is anticipated that this will produce a more de-
manding test for SISAL.
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Appendices
INNER2.F

The original code of INNER2 has been stripped out and
replaced with descriptor initialisation and call to sinner?2.

SUBROUTINE TRNER?
€
€ THNER2 CALCULATES THE R SIDES OF THE MAIN SEMI-IMPLYCIT EQUATIONS
<
include 'arpe.inc’
BARRMETER
{
IZ2=11+1, [3=11+2, 141143, ILM=IL-1, ILNeIE-Z
AT2FI1HL, D32, JE=J143, JRM=JL~1, JLN=JL-2
KEMI=KZ-1, HEPI=KZ+1
(CP=1.00464E7, C=B3R0.6, HL=2.501E10, PRAR=L.E6, R=2.87E6
(RVed  61E46
)

P

COMMOR

¥ JOTDS{ DT, D%, DEIL, BSI, BSIZ, DSSQ, THST, HDTHS, BET6S, DTMAN
+ ¢+ /IRTGRL/ PRECF, PRECTA, CKS, EHE, PE, PSBAR, TRHAT, VROMY
+ P /RTAUS  KTAD

GoMHoN
/CDIFE/ COLIFF{1L,JL}
+/CORB/  CORP(IL,JL}
. /DNDRM/  BRORI (X}
09F DQ{KE}
(/DTODG/ DTODQIAZ}
SAEME EM{iL,dL)
 JEMSQ/  EMSQETL,JL)
o [EMSQLS EMSBQI{IL,JL)
( FGAMA;S  GAMA{KY}
 /OMEGR/ OQMEGA{RZ, IL,JL}
JBBI/ PHI{KL.IL,JL)
Wit PSMUIL,JL), PS{1L,JL), PSP {T%,JLf
Lol QIEZ}
JJOPES QPHARD)

R .

coron

+ famj BMM{KZ, IL, 3L}, RM{XG, 1L, 95}, RMP{#2, YL, OL)
+ . /RTBAR/ REBAR{HZ}

+ , /516D0%/ SIGDOT (¥E, IL,JL}

+ T TM{KZ, L JL) , T{KZ, TL, L1, TP{KZ,IL,JL}

4 L /TBAR/  TBAR{XEZ}

+ e UM{K2, TL,JL , U{KE,IL,JL), UP(XZ,TL,JL)

+ i V(KZ, Ik, JL}, VIKE,TIL,JL), VP (K, Ti, 0L

+ 188/ Z54I0, 3L}

REAL @
integer 1k {100, £11{100], 1ki]{100)
DIMEYSION RMPA{KZ, IT.,d5)
QIMENSION TELEV (KZ) . DIFDREKZ), WVEL(KE)
DIMENSIOK VADVE (KEPL] , VADVVIRZPL)  VADVRMIKZPL)
DATR VADVU/KZP1%0. /, VADVV/KZR1%0. /, VROVRM/KZR 140, /
DATA OMG / 0.0 /
<
¢ SISAL array descriptors
< one dimension
ikt =0
ik {2) =0
ik§3)=0

ik{A}=]
Lk{5]}=kz
1k{&] =1
kit =k
1k i8] =1

c

¢ two dimensions






i13(1y=0
113125 =t
117031 =0

$1Hdyell
317 (83=11
A1 (6] i1
13§71 =13
14748} =1

119{9) =f3
1138103 =31
£290310 =41
11312 =11
£8f(I3y=t

¢ three dinensions
1etj(ly=d
1k11(2)=C
1ki7§31=0

ik1y4d)=1
ik1948] =k
HEIE|
k13 =k
3869181 1

k139 =il
{kid(10)=11
1k43{1i)=11
1k33{12)=11
1%51{13)=1

1581 {24) =51
1hij(15)=41
iki§(16)mg3
tki3(175=41
FISRIELITY

«ail pinnexldi

+dt, g, dal, dslZ, tdsi, dtmax, cks, eke, ps, psbar, trhat, vromg,

+hetau,
+ediff, 111,
toorp, i1,
+dnorm, ik,
+dg, Lk,
+dtadg, 1k,
tem, i1q,
+omsq, 117,
+emsgi, 113,
tgama, 1k,
<omega, 1k,
+phi, ikid,
tpsm, ii3,ps, ild,
+g, ik,
+gph, ik,
trmn, 1kiy, rm, dki], rmg k17,
tribar, ik,
+aigdor, ki3,
wum, 1kid, t,1kid, tp, 1k1d,
+thar, ik,
+um, 1%13,u, ikiy,up,ikiq,
sum, dikdd v, ikidoem, ikiy,
tzs 311,
c reLurng
+rem, 1k19,
+sigdot, 1k13,
ugp, ikl
new_tp, ki1,
snew_mp, tkig,
rvp,ikid,
ieke,
+cks,
+trhat,
+pe,
+pabar,
+Humreng)

RETORN
END

inner2.sis

define sinner?
$ G.K. Zgan 1993
type OnedReal = array{real];

type TwobReal = arrayiGneDReall;
type ThreeDileal » arrayiTwoDReal];

Giohal logia:res! zeturns resl)

global surtfa:real retucns real)

funet lon boundary celifi, 11,11,4, 31, 31 integer returns boolean)
To= 111 = 213803 = 3143 = 31))

end function

Eunction divergsnce gums{

Iedvkedliil 31, Jliinteger; dsizreal:
dq:0nebRealsu, v, t:ThreebReal;emsg:TwobReal
teturne
resl, real, real, OneDreai, OneDReal,
OneDResl, OnedReal, OnebReal)
far initial

while {k < kz) repeat
kirold k #1;
aumun, sumv, sumx 1= 4
if boundary cellll,il,11,3,31. 31} then
¢ld sutu, old sumw, old sumx
else
ald sumuddgik}? {ulk, 14}, 31~u(k, i~1, 3]
#rik, i relk, bl 3wk, 1, -t v [k, 14, 510,
old gumvidqlk]*{ulk,1,1)+ulk, 1, 1+1]
~uik, i-1,4]-uik, -1, 3¢1)4v [k, &, H1i-v]k, 1, d-1}),
old sumgedy k) *(uik, 1,310k, i=1, 3] 4¢ [k, 1, J3-v(k, 1,3-1]1
end 1£)
raturng
value of samo
vajue of somy
vajue of sumx
array of sumy
array of somv
array of sumx
array of (-emsgil, 3] *sumesdsi)
arvay of £ [k,4,]]
end for
end function

function sinner2{
de, ds,dsi,ds512, tdsl, dimax, cks, eke, pe, pshax, trhat, vromg:real;
ktsu:integer;
odi ff:TvoDleai,
corp:IweDReal;
dnorm:OnedReal;
dg:OnePRaal;
drodg: OnebReal;
em:TwabReal;
emsq:TwollReal;
emsqi:TwoDRaaly
gama ; GnelReals
wkega:OnebReal;
phi:ThrecdReal;
pem, ps:TwaDAeal;
gi0naDReals
4ph:CneDReal:
mm, rm, rmp:ThresbReal;
rthar:dnelReal;
tm, t, tp:Threelfteal:
thar:{nePReal;
um, u, up:ThreeDReal;
v, v, vp:Threebfeal;
z2:TwoDReal

returnc

ThreeDReal, Snew_om
ThraedReal, inew sigdot
ThroalRaal, bnow_up
ThreeDReal, tnew_tp
ThreadReal, tnew_rmp
ThreeDReal, $new_vp
zeal, tnew_eke
real, bnew cin
real, new trhat
real, inow_pe
real, Inew_pshar
Tealineuw_vmrong

JRe=ii+ks
§3emile2;
3Az=41435
Jim:edi-1;
kaml:=ke-1;
kzpli=kz+l;
ep:=l 00464eT;
gz=340.46;
hi:=2.501ei8;
phar:=i.e6;
ixZ §led;
LEled6;

DAL

£f {ktau = 1) then
b

eise
2.0 *dt

and if;

new_mm, Tpri=






-

for % in 1,%z cress £ In $1,11 oress 3 ia jl. 41 end 1f:

t_rm, 13
t_mmpr:= § compute total divargencae
if {rm{k,1,3) > 0.0} then %
rmlk, . 3], BUTV, Sumy, sumM, vadvu, vadvv, vadvrm, wvel, tflovim
mik, L, 3] / Ipsid, 3]+pbar) divergence sump(i, 3, k2, 11,411,141, 31, dad, dg o, v, b, emeg)
else
2.0, sigdet_k:=
0.0 for k dn 1,xz
end if returny array of |
raturns if tk = 1} then
array of 1 ¥m 4.0
arvay of L_rmpr else
end for: wvel [k~1}~qph{k-1]*uwel [kz)
end 1£}
dmanp:=0.0; end fory

emonp:=0_0;
vadvrm k, vadvn k, vadey_k:=

fEW_LP, fiek Up, new_vp, new rmp, new_sigdet, fer 1 in ¥, kz
new_oke, new cks, new _trhat, 1l:»l4ls
new_pe, New psbar, new romg:= t_vadvrem, t_vadva, L_uaduy 1=
fer 1 dn 11,41 crows i in 3t, 3% 1f (1 = kg) then
v.9, 9.0, 0.9
pslje:ups(l, ]+phar: else
peijei:=1.0/pailc: emrdsi* {qph[11]*sumx-vadvem[11]}
torfl, corfZ:= *Inew_rm{il,1,3]+new mm{1,1, 3]
+2.0*sqrt (now_rm{ll,3, jitnes rmil, i, 311},
if beundary cell{i,11.1%, 3,31, 3l then emudsi* {qpn]li* sumu-vadvu{l1})
0.6,8.9 LEAIEDS-E W3 E1°E 0 5 4 I
elce emvdpis (gph[il}*somv-vadevill])
9.1254 tcorpli, JHcorpiisi, 1), v{il, £ 974w (1,4, 40}
0.125% (corpii, 1) +corpit, 1+1)1 end if
and if: TELUrns
arrcay of t_vadvem
emtnad ¢ ewsyll, ]j*psljciredsl; array of t_vadyu
emieps 1= emthed*psijei*s / ep; srray of t_vadvw
end for;
amhadl emhsdl ;= 1
Lf boundary_cell{i {3, i1, 1,11, 91) then % set up temparatuve dlfference terms
6.0,0.8 . %
elise detfdg;=
0.25%casirfemid, ditem(1+1, 311, forx in 1, kz
0.25*cdgi temid, jl4em(d, 341} returne array of | .
end [f: 1£ (tk = 1) boundazy_celdif,11,11,3,11,91)) then
a.6
amanp-=emonp; ¥ 0.0 then eycle_smonp else
binonpzedmanp; % 0.0 then cycle dmenp 1f {x = xz) thar
dimax* {tflev[kz]~tfiev [keml]} +dtadglkz}
cycle_dmonp, fmonpi= else
if boundary celifi,il,i1,3,31,31) then 0.5%tflev[x+1}-tflev[k-1]} / dqlkitetody[k}
0.9,0.0 end 1f
else end Lf}
emii+d, 3]/ {p={i+l, 3i+poar) . end for:
enfl, J+1)/ (peid, 1 4pbar) 4
end E; pIMUg, DSMUW, PEMUN, PSMEA, Pamy, DAY, PENVE, PEMVE, PIMVW, pEmMV:s
1f ((3 = i2] |boundary_esllii,$1,11,3.41,31)) then
new_bmenp:= 0.0, 2.0, 0.0, .0, 0.0, 8.0, 0.8, 0.0, 0.0, 0.0
L = 42} & (=041 = 313 [¢3 = J1}}) then alse
em(i, $i*paifel 1f {i = 1im] then
else 1,5%pem(il, 33~0.5*pam{iim, §]+pbar
cyele_dmong alse
end if; 0.5%(psmiied, J14pamii+2, ]} +pbar
ewd $f,
new_among:n
iE {1 = 42) & (~t{3 = §1) 1 (% = 1))} then 0.5% {pem |- 1, j|+psm[i, 3]} +phaz,
0.25% (nov_bmonp+fmong+em[i~1,3] 7 {pa{l-1,j]+pbar) 0.5%{psmil, j+1]4psm[i+1,1+1])} +pbar,
+am($-1,3+1] 7 (ps[i-1,3+1)4pbar)} 0.5 (psmii, j-1]+psm{i+1l, - 1)) +pbar,
else G.54 tpem[1, 3] +psmii+1,]) +pbay,
emenp
end 1f; 1f {3} = 3im} then
1.5*pem{i, §11-6. 5 pemi$, 1lm) +phax
emonp: =new_bmonp+royele dmanp; alse
cycle_emong, hew_cmonp:= 0.5* {pem{i, J+1)+pam(i, 1+2}) rpbar
1£ boundazy_cell{i,11,11,3,31. i) then and if,
4.0, cmang
else 0.5*(psmidl, -1]+psm[1, 13} +pbar,
0.25% {omenprem [+, J¥1]/ tps [141, 441 ] +pbar) +fmanp) , 0.5 (pemii+t], ]+psm[1+1,1+1]} +pbar,
0.25% {cmonptem[i4l, 3-1] / (ps{1+1, j~1]+pbac) G.S*ipam[i-1,3]4pem[1i-1,1+1} ) +phaz,
tem]1,3-1] / (psli. y-1i+pbax}} G.S%{pam(i, 3] +pemii, 1+1]) +pbar
and if; end 1f:
*
pse, psni:= % commence vertical jevel loup
if boundary cell(1,11,11, 5,11, 31} than 1
0.9, 0.0 cp_k. up_k, vp_k, rmp_k, omega k.
else new_eke, new_ppe, new_pvromg, new _ptrhat e
¢.5% {ps|i. 3] tps(£+1,9) +pbac, For k in k&
0. 5*{ps|L.yl+pe[t, 341 ]} +pbar ¥
end Lf; % compute vertical advection contribs. in rhs of mtm. = ns.
13
extyy variables for evaluating p.grad terms logarithmieally % compute harizontal advestion terms asspclated with ths of mtm. = ns.
%
parml, pgrmi, psldi, psidy, espdl, zspd], emudsi, emvdsh, empdsl:= up_Xi=
1f boundary eeilll,i1,11,4,4%, i} then 1 {43 = §2) boundary cellil, 11,413,411, 41}} then
0.4, 4.8, 0.0, 8.8, 8.0, .0, 2.0, 0.0, 0.0 upfic,1,3]
eise else
psii+l, fi-peli, 3]-pami+k, 31 4pen[i, i), et
ps[i,J+1l-pald,3)-pem (i, 341]4pam(L, 3], vatli=
logipsii+l, 1)+pkar) ~loglpsic), if {k = kz) then
logtpsfd, j+1]+phari -logipsije), 4.0 Sgke
phar*fza(irl, jl-zs(1, 3], else
poart {zs[1, $+i]-zg[5, 3], ~{vadve{k+lj-vadvu(k]} fagik]
emsqli, })/ 4.0 dstpae}, end 1f;
emuq i, 31705, 04dsrpeny, ubi=a{x, 1, 1%, 11, 3

emaq i, J1/{4.0%de" pat Ja) wer=d [k, L Al utk, £, 3-4);






oo

-

ulk, f, Hhelk, 641, 90;
ulk, 1, ik, g, 342]
ER eI I S I

B H IRV I O B W T )

var=vik, 4, 4wk, 151, 3]

hadvl:=emhadl* { ud*ud*cycle dmonp-ubrubinew biong
+uetveicycle emonp-uctvptnew cmonp ;

compule pressure gradient terms on rhs of mim. = ns.
logarithmieally

pgli= {{pse-pbar) *iphi [k, 1+l 3)-philk, 1,31}
+zspdi-rhbar[k]4psrmi
tpredpsldit { £20.5% (h{k, 141,914t [k, L, 4]}
tribar(i]}) «dsis
ctl:e corfl*iyoive);
ubdiff =
if {dnom(k] = 0.0} then
b.o
elge
edifE[1, 3] *dnoxmik] *dei2
S umlk, iv]l, §j/psmuatumik, 1-5, 9]/ psmuw
dom(k, £, +1] /psmuntam(k, £, §-1]/pemos
=4 0%um [, 3] Fpsmia ) *psma
and 1f
in
fetlevatl-hagv)-pgleundi ££) *dtium|k, 1,3)
end lat

end §f;

t_xmp k. tg k, omega_ki=
1€ {11 = 13} thoundary eall(i,11,13,3,31, 11} then

ek, g0,
tpik, i3k
omeqaik]

eaike

caleulate horizental advection texm in the temp. = ation

let.
wvelay:s
iF [k > 1) then
Q.5%fuvel[k-Li4wrel(k]}

elpe
©.5rwvel(l]
end 1£;
bhaduir= uix.i, 31*felk, i+1,90-£4%, 1, 31
ik, o1, a1 0qe (e, 1, I b Tk, 01, 4]0

thadw2:e wlk, {,§]4{ PR A1 3% PRIH
PRSI R CILTE PR I L PR PR S0 O
amthad~ {thadvl+thadv?);
tilev[kittbar(k];
ok, i, 4)* (ps[1+1,3i-pE]i, 311
tufk, 1~1, ji*(pali, )-ps[i~1. 913 :
pradv2:= vk, L, 1% (ps[i. J+3]~psid 1)
tuli, i, 3-1 (ps (L, 3i-pe (3, 3-2]1;
t_omg:= em2tps* (phadyvitphadvd);
tpotar:=t_omgitfull;
omg = wyelaviq{kitpsijett_omg*ep / i

gamagr:= {r / ep) *tiull f glk)-difdgq[k];
thdiff:=
tf {dnormlk] = Q.0} then
0.0
elra

Cdi £ (1, ] *dnoin [k} *dss2
F{tmlk, 1], 3 4wk, -1, 5]
+Emlk, 4, 141 ] etmik, 1, 3-11-4.0%tm [k, 1, 41}
end if: .

tp k:= (tpstar-thadv+ohaiff
{wrolavrgamsprig [k rdt fdg (k| *weellkz|i*psiici
- twvelavigams | k] +q (k] *dtodq k] *wvel [kz]} / pbar
yrdtatmlk, 1,30

malstare

sermprik, i, 3 tmprik, 141, 31
rmprik, L, }iempifx. ik, 3]
rmprik, 4, piemmpelk, £, 13k)s
mprik. L. 31+mpr(k, i, 4-1];
mvad ;=
if tk = kz) then
0.0 %gke
else
~(vadvrm(k+] f-vadvenlk}} / dglk]
end 1f;
rithad:=—amsg (1, 31 *tdsi® { uik, 1,33 v rme-ulk, L-1, 5] *znm
X, 1, 1 mnevlX, 4. §-1] *xme) 5
remk, 141, 4]/ {pem{iel, 1i4pbert;
ik, 1-1, 43 /{psmii-1, §}+pbar) ;
ereeafk, 1, 1Pl F{pemid, $el Tepbas);
cmmik, i, 3~11/{pamid, $-1]+pbar);
ik, 4, 5/ (pamlL, 4} 4pbar) ;

mme 7=

if tdnarm{k}i = 9.0y then
0.4
else
<ddff[{, )] *dnerm(k}*dsi2
= [ Eime+ i+ Trmn + rmms- 4 04 e §]
*(pam(i,{]+pbari
end 1f;
t_zmp k= rmm(k, 1, )] +ate *{ rmbad+mmyad+emhdil) -

SUPPress negative mixing racios

-

in

KEp X:=
LE ft_rmp_k ¢ §.0E-20) then
0.5
else
t_wmp K
end if
in
wmp X,
tp %,
omg
end let
end 1fr

vp ¥t
hew_tke_k,
nev_ppe k,
new _puromg ki=
1f (41 = 12) |boundary_eell{d, {1,113, 15, 110} then
vpik i, 4],
0.9, teke
0.4, tppe
0.0 %pvromg
else

let
uar=u(k,i-1, 3] tulk, -1, j+41:
uwer=ufk.d, t+ufk. 1, J+1§:
varmylk, i, {14vik,i-1, 307
ko1, 4i4u ik, 4, 4-151
B, d, Ji+wik, 43, 3k
K1, 3[R, S 1 Es

caleculate v velocity component legarithmicaliy

<t2re—corf2k jug+ne] ;

hadv2z= ewhad2* | ved ve*cycle emonp-ua*va*new _amonp
+vftvEt fmonp-vhtvbines bmonp);

¥g2:= (ipsn-phar}*{philk,1,3+1]-phi(k. 1. 1]}
+zspdi-rtbar(kj*primd

tpsarpsldit § o40.5% L[k, &, 342400k, 4, 5])
trthan(k]1) *dei;

whdiffiw

if {dnoxm(kl = €.0) then

1,3} tdnom(k] *ds 12
*ioymlk,1+1, 3 fpsmveswnik, 1-1, §1/ pemrw
symik, i, J+1 /psmvndvm[x, 1, 1-4] /psaws
=& 0%umlic, 1, 3] Jpsmy) *pamy

and if;

vat2i=

if ik = kz) then
0.0 %gke

eles

~(vadew [k+X]-vadvu{k)) fdqik]
end 1f;
t wpi= (ct2évat2-hadv2-pgl+vbdiff) dusvmik, 1, 4]

caleulate contributions fo integrals

in
£ _vp,
dgixi*psijel* (ufk, 4, 1jmui
tflavik}*aqik],
{omega_kiomega_k) sdaik]
end let
end 1f;
returng
array of tp_ k
array of up k
array of vp X
arcay of t_smp_k
array of omega X

value of sum (Gqikj*pstioi* fup_k up_kévp_X*vp_k}) tnew_eke k

value of suk (tflevik]idalk]} Snew_ppe X
value of sum {omega_k*omega_k*dglk]} ¥mew pvromg k
value of sum {t_rmo_k*dq (k1] iptrhat

end for; 1 %

t_new_ptxhat = new ptrhat+temsqili,il;

& _hew_tpe 1w new_ppe*psljciemsql(L, 117

€_new vromg 1= mew _prromgtemsqiid,j):

raturns

array of tp k

array of up_k

array of vp_k

array of rip &

array of sigdot k

value of sum naw_ske

value of mutw {emsgild, 3]) knev_cka

velue of sum {t_nev_ptrhat*emsqtid, }i}

vaive of sum t_new_eps

value 6f sum [{psije~0.988e6}‘emsqli (i, ]}} % psbar

value 4f sum t_new_vremg

end for & 1,3

new_ym,
new_sigdat,
nev_up,
new_tp,
new_rmp,
new_vp,
new_oka,
new_cks,

Lo d)# vik, 4, 31wk, 1,00,






new_trhat,
new_pe,
new_psbar,
new_romg
end Jet
eng functien
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