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Abstract

This paper describes the implementation of a signal processing algorithm, specifically the Burg
Algorithm, using both a high level parallel language SISAL and Encore Parallel FORTRAN. The
Burg Algorithm is an estimation technique for fitting an autoregressive model to a time series data
set. This algorithm contains a time shift / inner product operation which is used in a number of
other important signal processing algorithms such as convolution.
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1. Introduction

Signal Processing Algorithms are widely used and of vital importance in areas such as biomedical
engineering, seismic data analysis, speech analysis and spectral estimation. The demand that signal
processing algorithms place on computing system performance is increasing as more complicated
algorithms are made to function inreal time. As the limitations of current uniprocessor systems are
being reached, many computer manufacturers are turning to multiprocessor configurations to
obtain increased performance. In addition to hardware limitations, current computer languages
must be evaluated for performance and ease of use with reference to their suitability for parallel
machines.

The purpose of this paper is to describe the implementation of a signal processing algorithm,
specifically the Burg Algorithm{1], using both a high level parallel language SISAL (Stream and
Tteration in a Single Assignment Language){2] and EPF (Encore Parallel FORTRAN). The Burg
Algorithm is an estimation technique for fitting an autoregressive model to a time series data set.
This algorithm contains a time shift / inner product operation which is used in a number of other
important signal processing algorithms such as Convolution.

The results obtained using an optimising SISAL compiler are compared to those obtained using the
EPF (parallel FORTRAN) annotator. The comparison is made both on a 4 XPC processor (4 Mips
per processor) based Encore Multimax Multiprocessor machine and a single processor IBM
RS6000/530 (30 Mips) system. The performance of the IBM processor is representative of
processors in next generation medium cost multiprocessors.

2. The Burg Algorithm

The Burg Algorithm is a method of generating an autoregressive model from a set of data samples,
that is it gives estimates for A(z) in:

1
A(z)

H(z) =

There are several ways of obtaining an AR model, the Burg algorithm is based on minimising the
forward and backward prediction errors, assuming a lattice filter structure as shown in figure 1.
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where
en(k)=e.1(k) +cp by.1(k-1)  forward prediction error (1)

byk)=cp ep-1(k) +by-1(k-1)  backward prediction error (2)
and ¢, are called the reflection coefficients.

Figure 1 lattice filter structure

The Burg Algorithm involves the choice of reflection coefficients such that the error energy is
minimised, when only a finite number of data samples is available.

The optimum value of the reflection coefficients, can be easily derived{7] and is given by:

M
2 en«l (k) * bn—l(kul)
Cp= — 22 (3)
M 2 2
2 e k) 4+ bn_l(k-l)
k=n

where
M is the number of data samples.

and the AR parameters can then be estimated from:
an =Cp )

an() = ap-1G) + cpan-1(n-j) for j = 1...n-1 (5)

A sequential implementation of the Burg algorithm is outlined in [1] and is reproduced in figure 2a
with individual tasks labelled Tip(1), Tn(1), Tin(2), Tun(2), Tin(3). Tasks Tin(1) are
computations of the inner products in both the numerator and denominator of (3) above. Tp(1) is
the calculation of the division needed to compute cy. This task cannot proceed in parallel, since it
depends on the results of task Tjp(1). Also reproduced in figure 2b is the maximally paralle] graph
for M=5 and MAX=3. Tjy(2) updates the autoregressive coefficients and task Tj,(3) updates the
forward and backward prediction errors.
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Figure 2a sequential Burg Algorithm for Figure 2b maximally parallel graph for
m data points and max reflection =5 and max=3 from [1]
coefficients

3. Language Considerations
3.1 Encore Parallel FORTRAN

The Encore Parallel FORTRAN compiler (EPF) is the UMAX 77 implementation of FORTRAN
with enhancements which allow parts of a program to be executed in parallel. These statements are
PARALLEL, DO ALL, CRITICAL SECTION, BARRIER, LOCK WAIT, LOCK SEND, and
EVENT.

The EPF compiler consists of analysis and transformation tools, a parallelising compiler, parallel
runtime libraries, and a code generator. Whilst programs can be written directly in EPF, EPF can
also be used to convert a standard FORTRAN program into a source which is annotated with the
parallel statements outlined above. During compilation, EPF first detects possible concurrent parts
of the source programs, these are shown in a .LST file. The annotator then generates the EPF
program , .E file, by inserting the appropriate EPF statements.

The EPF annotator may require user intervention to produce the most efficient code for a particular
program; however, useful speedup can be achieved by relying on the annotator alone.

3.2 SISAL

SISAL is a functional language which has been targeted at a wide variety of systems including
current generation multiprocessors such as the Encore Multimax and research dataflow machines
[21(31[4]. The textual form of SISAL, in terms of cont;ol structures and array representations,

provides a relatively easy transition for those familiar with imperative languages. The optimising
SISAL compiler (OSC) from Colorado yields performance competitive with FORTRAN [5].
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4. Parallel Implementation

The simplest parallel implementation of the Burg algorithm is obtained by coding the sequential
algorithm in FORTRAN and then using the Encore Parallel FORTRAN compiler (EPF) to produce
the parallel code suitable for the Encore Multimax Maultiprocessor. This process requires that the
programmer to know very little about the underlying architecture of the machine, thus code may be
generated very easily. This method is also attractive since it allows existing software, written in
FORTRAN, to be implemented on parallel machines without any translation. The disadvantages of
this method are that: optimum speedup is usually not obtained; and that the annotated code
produced by the EPF compiler is machine dependent. Appendix 1 shows the EPF annotated
version of the Burg Algorithm. The annotator has identified that all loops except the outer loop can
be parallelised. Thus the annotator can successfully identify the parallel loops. The maximally
parallel graph suggests that tasks Tjp(2), Thn(2) and Tip(3) could be performed at the same time;

unfortunately EPF can only slice loops, and since the outer loop is sequential, due to task Ty(1),
EPF cannot make these tasks parallel.

The second implementation is to code the algorithm in SISAL. The disadvantage of a SISAL
implementation is that existing codes need to be rewritten in the SISAL language. The SISAL
implementation of the Burg Algorithm as presented in [1], was directly transliterated from the
FORTRAN version, excepting the loop which updates the autoregressive coefficients shown in
figure 3a, which was transformed into a parallel format to ease the coding.

A= Y%calculate auto regressive coefficient
forkin t,oldn
returns array of
if k = old n then
c
else
old alkj+c*old ajold n-k]

end if

end for;

Figure 3a implementation of the calculation of the autoregressive coefficients in SISAL.

‘The loop which which updates the forward and backward errors was also changed. The original
FORTRAN loop has been split into two loops. This was done so that the indexes of b change in
manner which is suitable for the parallel SISAL for' loop, refer fig 3b.

&=
for | in old n+1,m
returns array of
old effj+¢* old bil-old n]
end for;
b=
forjini,m-oldn
returns array of
old bffj+c*old e[j+old n]
end for;

Figure 3a implementation of the calculation of the autoregressive coefficients in SISAL.
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5. Results

The SISAL and FORTRAN versions of the program were run on both an Encore Multimax and
IBM RS6000/530 system using the standard £77 FORTRAN compiler, the EPF compiler and the
optimising SISAL compiler.

For comparison purposes the number of data points was set to m=10000 and the model size to
max=100.

The run times obtained for both the FORTRAN and SISAL implementations of the algorithm on
the Encore Multimax multiprocessor with four XPC processors are summarised in table 1.

Processors Real User System Speedup Efficiency
1 30 30.0 0.2 1.00 1.00
2 16 32.9 0.4 1.81 0.91
3 11 33.8 0.4 3 65 0.88
4 9 357 0.5 3.34 0.84
Encore Parallel FORTRAN
Processors Real User System Speedup | Efficiency
1 39.31 38.35 0.52 1.00 1.00
5 1943 18.92 0.47 2.02 1.00
3 14.51 14.06 0.36 2.71 0.90
4 11.94| 1155 0.8 3.29 0.82
SISAL

Note: Speedup=T 1 /Tn Efficiency = Speedup(n) /n
Table 1 times, speedup and efficiency for the Encore Multimax

As can be seen from the run times, speedup is achieved with the EPF compiler without significant
programming effort. The EPF compiler converts DO LOOPS to parallel code. However, the
annotator is fairly conservative, and further speedup may be obtained, in some instances, by
manually annotating programs.
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As can be seen, from the results, the FORTRAN ang SISAL implcmcntatiops achieve similar
Speedup, but more importantly the FORTRAN Implementation has a lower run time,

globally in the current version of the SISAL, compiler there may be a risk of over parallelisation of
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The run times for a single processor are summarised in table 2. These times are for a model size of
m=10000 and max=100. The time for the SISAL implementation is comparable with the
FORTRAN (XLF) implementation.

User System

SISAL 0.92 0.0
FORTRAN 4.24 0.7
FORTRAN -O 0.42 0.5

Table 2 times for the IBM RS6000/530 (m=10000, max=100)

The results for the IBM RS6000/530 and Cray Y-MP are shown in table 3 for comparison with
the results from [1]. The parameters for this study were m=16384 data points and model size
max=10.

Machine | iPSC/2 MPP X-MP/48 Y-MP RS6000

Egcecution 0.24 0.05522 | 0.016887 | 0.009 (1p)i 0.19
Time (s)

Times from [1]

Table 3 comparison of Burg Algorithm execution time (m=16384, max=10)

6. Conclusions

The Burg filter was implemented both in FORTRAN and SISAL. Significant speedup is achieved
with the SISAL implementation, suggesting that SISAL may be a useful language for signal
processing algorithms. FORTRAN annotators such as the EPF annotator are useful in that speedup
is obtained for little effort, and existing FORTRAN implementations of algorithins need not be
recoded. Run times on modern single processor machines such as the IBM RS6000/530, are
comparable to some existing parallel architecture machines.
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Appendix A

The following listing shows the EPF annotated version of the FORTRAN implementation of the
Burg Algorithm.

1 program burg
o] G.K. Egan )
4 double precision x(10000), e{10000),
D{10000),c(10000)
5 double precision al{10000),a(10000)
[ double precision sl,s2,temp
7 integer m,n,max
10 m=10000
11 max=100
iz c
C Fr———————— 13 do 100 i=l,m
* 14 x(iy=float (1)
* 15 100 continue
16 (o]
17 c main code
18 fad
fos s 19 do 200 i=l,m
* 20 e{iy=x{i)
* 21 b(i}y=x{i)
* 22 200 continue
23 ol
NC e 24 do 300 n=1,max
! 25 sl=0,
! 26 s2=0.
c e 21 do 400 i=(n+l),m
C t* 28 sl=sl+e(iy*b (i-n)
C 1 29 s2=g2+({e{i)*e{l))+(b{i~n)*b(i-n))
1% 30 400 continue
! 31 ciny==2,%s1/82
1 32 c
i 33 if {(n.gt.l) then
C Tfmm e 34 do 500 i=1, (n-1})
Lk 35 alti)=a({i}+c(n})*a(n-1)
| 36 500 continue
C Lo e 37 do 600 i=1, (n-1}
tx 38 af{i)=al (i}
L 39 &00 continue
! 40 endif
! 41 c
! 42 a(n) =c{n)
C T fmmm e e 43 do 700 i=(n+l),m
1% 44 temp=e (1) +c{n} *b{i-n}
t* 45 b{i~p)=b{i~n)+c{n} *e (i)
& 46 e(i}=temp
1 47 700 continue
NC ! 48
! 49 c
! 50 300 continue
NC 51 do 1000 i=1,nmax
NC d 52 write(6,*} a(i)
i 53 1600 continue
54 stop
55 end

Abbreviations Used
NC non-cencurrent—stmt C concurrentize
8 loops total
1 loops left as DO loop
1 preferred scalar mode
6 loops concurrentized
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Appendix B
The following listing shows the SISAL. version of the Burg Algorithm.

% A.L. Cricenti 1990.
“%Burg algorithm, procedure to fit an auvtoregressive model to a time seties data set,
define main

type wvector = array [double_real};

function burg{m, max:integer returns vector)
for initial
a,b,e: vecior;
ab,e=foriini, m
fiz==double_real(i)
returns array of ii

array of i
array of ii
end for;
n=t;
while (n <= max) repeat
81,82 = %calculate sums s1,52

foriinold n+i,m
returns value of sum old e[il*old bli-old n]
value of sum old efi]"old e[i}+old bii-old n}*old bfi-old n]
end for;
ci= -2.0d0%s1/52; %calculate reflection coefficient
a= %calculate auto regressive coefficient
forkin1,oldn
returns array of
if k = old n then
c
else
old afk]+c*old alold n-k}
end if
end for;
= %calculate forward prediction error
fortin old n+1,m
returns array of
oid efl]+c* old b{l-old n]
end for;
bi= %calculate backward prediction error
forjint,m-cldn
returns array of
old bijl+c"old efj+old n}
end for;
n:=old n +1
returns value of a
end for
end function
function main{returns vector)

let

m:=10000; %Number of data sample

max:=100; %Number of coefficients (mode| size)
in

burg{m, max)
end let

end function % main;
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